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Abstract 

Content-based Image Retrieval (CBIR) systems often rely 

on the basic features of an image such as color, texture, 

shape and other features to search and retrieve similar 

images from a database. Among these features, shape plays 

an important role as objects are mainly perceived by their 

shape. In this paper we have proposed shape based image 

retrieval using structural and global shape descriptors. The 

structural shape descriptors are based on the radial distance 

ratio. A novel edge pixel sampling method is proposed for 

uniform sampling of edge pixels to be used by a global 

descriptor based on distance interior ratio. Shape descriptor 

matching is done using bin-to-bin matching and Most 

Similar Highest Priority matching algorithms. MPEG-7 

shape dataset is used to conduct the experiments. The 

experimental results show that the proposed method is 

effective and efficient for image matching and retrieval with 

a Bull’s-eye score of 80.275%. The proposed method is 

simple and computationally effective which makes it 

suitable for practical applications with large databases. 

I.  INTRODUCTION  

"A picture is worth a thousand words", which means any 

complex concept can be easily described and communicated 

using an image. Due to the increasing number of digital 

assets such as photographs and videos, an efficient 

computerized retrieval system is always in demand. Earlier 

image retrieval methods used to describe an image using 

keywords. Image retrieval based on image content is more 

effective than text-based retrieval in most of the 

applications. Hence there is a need to automatically extract 

visual features from an image and using these features to 

retrieve similar images. The Content-based Image Retrieval 

(CBIR) systems were designed to solve this problem by 

using the visual features of an image as opposed to its 

textual description. Basic features such as color, texture, 

shape and other distinctive features are extracted from the 

image. These features are used to retrieve similar images 

from the database.  

Shape is considered as the most important intrinsic 

feature of an object compared to color and texture. Shape 

feature gives appearance and outline of an image. It is a 

known fact that objects are perceived mainly by their shape. 

Thus use of shape features of an object in CBIR techniques 

is increasing. Shape descriptor refers to a numeric descriptor 

of the shape of an object, organized using data structures 

like character array, tree, one dimensional array, or a matrix. 

These simplified shape descriptors must carry most of the 

important information, while being easier to work with and 

to compare with other descriptors than comparing the 

shapes directly. For a shape descriptor to be considered 

robust it must be invariant to rotation, scaling and 

translation. 

Shape analysis is a well-explored research area with 

many shape depiction and matching techniques. Shape 

extraction techniques are usually grouped into two 

categories: contour (boundary) based and region based 

methods. Moment descriptor is a method normally 

employed in region-based techniques such as Zernike 

moments [1], Legendre moments [2], Tchebichef moments 

[3] etc. Other works include generic Fourier descriptor [4], 

shape matrix, multi-scale Fourier-based description [5], grid 

technique etc. Despite the fact that region based descriptors 

are robust in handling generic shapes, they often involve 

time consuming and intensive computations. 

In many applications object’s internal content is not as 

relevant as its boundary. Boundary based techniques mainly 

rely on the contour of the object. Computations using 

silhouette of an object makes the shape description efficient 

compared to region based methods. There has been a lot of 

work on contour based shape representation and matching. 

These methods include curvature scale space (CSS) [6], 

triangle area representation (TAR) [7], shape context (SC) 

[8], inner-distance shape context (IDSC) [9], contour points 

distribution histogram (CPDH) [10] and so on. 

These techniques can be further classified into structural 

and global methods based on whether the object’s shape is 

considered as whole or as a set of segments. In this paper we 

have concentrated on contour based method to define 

structural and global shape descriptors. Two types of shape 

descriptor matching methods are defined. A novel method 
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has been proposed for edge pixel sampling. The proposed 

sampling technique can be combined with any contour 

based shape description method.  

The paper is organized as follows: Section II provides the 

methodology used in proposed approach. Section III gives 

the experimentation results and Section IV states the 

conclusion and future scope. 

 

II. PROPOSED WORK 

The proposed work consists of structural and global 

methods for shape feature extraction along with shape 

descriptor matching methods based on bin-to-bin matching 

and MSHP matching. The flow diagram of the proposed 

work is presented in Fig.1. 

 
Figure 1. Flow Diagram 

 

A. Image Pre-processing 

Image datasets may contain both binary and grey images. 

Hence images read from the dataset are binarized and edge 

pixels are extracted before extracting features. Zero crossing 

technique is used to extract the edge pixels which are based 

on the value of 8 neighbouring pixels. A 3x3 window is used 

to trace the image for the 8-neighborhood connectivity. If the 

sum of pixels in the window is less than 9, it is considered as 

an edge pixel. This method is used to extract both outer and 

inner boundary pixels of the image.  

Most of the images in the dataset contain areas which do 

not contain any useful information about the object under 

consideration. These extra pixels are removed by a 

minimum bounding box around the object. Lines will be 

drawn to connect the opposite sides of the bounding box at 

their mid points. The point of intersection of these lines is 

taken as the centroid of the image. This centroid will be 

different from the conventional image centroid. A circle is 

drawn using Bresenham’s circle drawing algorithm with the 

distance from the centroid to farthest edge pixel as radius 

[11]. 

 

B. Feature extraction 

Feature extraction refers to using a shape description 

method to convert the given shape into a numerical 

descriptor. Two types of shape descriptors are proposed: 

Structural and Global. 

 

1) Structural Shape Descriptors: 

The structural shape descriptor proposed is a contour based 

method. In this method the circle drawn around the image in 

the pre-processing stage is used as a guiding circle for 

feature computation. The circle is divided into 36 bins. The 

number of points on the circle lying in each bin is computed 

as the ratio of number of pixels on the circle to the total 

number or bins. 

For each point on the circle in a bin, a radius r is drawn. 

These radii drawn intersect with the edge pixels. Fig.2 

shows two such radii intersecting the edge pixels. Radius r1 

intersects the image at e1, e2 and e3 whereas r2 intersects at 

e4. 

 
Figure 2. Intersection of radius with edge pixels 

 

a)  Radial distance ratio based shape descriptor 

In this method, Euclidean distance from the centroid to the 

edge pixel on the radius drawn is calculated using the 

formula Dist =  √(cx − ex)2 + (cy − ey)2   where cx, ex 

and cy, ey are the x and y coordinates of the centroid C and 

edge pixel E respectively. The ratio of Euclidean distance of 

edge pixels to radius is calculated and is called Distance 

Ratio (DR). Distance Ratios are calculated for every radius 

in each bin.  

The feature set is represented as a 2D histogram. Each 

bin is divided into 64 blocks, where each block represents a 

distance-ratio interval. The distance-ratio interval is 

calculated by dividing the difference between the maximum 
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and minimum distance ratios by 64. The number of bins and 

intervals is decided empirically. All distance ratios 

computed in each bin are mapped to respective block in the 

feature space. The entire feature set is then normalized to 

avoid the scaling effect. 

The histogram of an individual bin is shown in Fig.3. 

 

Figure 3. Histogram of individual bin 

b) Shape description using Line Fitting 

In this method a line will be fitted on the cumulative 

histogram of each bin, obtained using the DR method. Three 

features are computed for each bin as follows: 

i. Let H be the histogram of bin bi. 

ii. Obtain the cumulative histogram (CH) of H as shown in 

fig.4 

 
Figure 4. Cumulative histogram (CH) of a single bin 

 

iii. The points on the CH are considered for fitting a 

regression line as shown in fig.5. 

 

Figure 5. Line fitted across CH 

 

iv. From the regression line fitted, following three features 

are computed: 

      Slope, s = slope of the regression line fitted across CH 

      Mean,  = mean of all the points on CH using (1). 

      𝜇 =
∑ 𝐶𝐻𝑖

64
𝑖=1

64
      (1) 

      Mean Deviation is calculated using (2),  

    DCH =
∑ |CHi−μCH|64

i=1

64
    (2) 

Slope, mean and mean deviation are used to represent 

feature space of the object. The size of the shape descriptor 

is reduced drastically using this method.  

 

2) Global Shape Descriptor: 

A global shape descriptor considers entire image as a single 

entity for feature extraction. Shape of an object is usually 

described by its edge pixels. But the region within the edge 

pixels of an image can also provide significant information 

about the object. Hence a combination of region and contour 

based shape description method is used to define a global 

shape descriptor which is computed in two steps. 

 

a) Edge pixel sampling 

The proposed algorithm is based on using the contour points 

to obtain the shape descriptor. But the number of edge 

pixels varies for each image ranging from few hundreds to 

few thousands. Randomly selecting a fixed number of edge 

pixels may compromise the shape of the object. Hence a 

novel approach is proposed to restrict the number of edge 

pixels selected for feature computation while maintaining its 

shape. The procedure is as follows: 

i. Bresenham’s circle drawing algorithm returns two set 

of points, one for each semi circle. 
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ii. ‘n’ sample points on each semi circle are selected 

which are uniformly spread across the perimeter.  

iii. Lines are drawn from every sample point on one semi 

circle to all the points on the other semi circle. 

iv. Lines drawn may intersect with the edge pixels of the 

image as shown in Fig.6. The line l intersects the edges 

at points a, b, c and d. Distances between all pair of 

points are calculated and the points that give maximum 

distance are considered. In this case points a and d are 

considered. For each such line a pair of farthest edge 

pixels on the line will be obtained. This method gives 

only the outermost edge pixels. 

 
Figure 6. Edge pixel selection method 

 

v. Each line returns two edge pixels. Hence 2𝑛2  pixels 

are obtained through this sampling method which also 

maintains the original shape.  

 

Fig. 7 shows the result of edge sampling method applied on 

a boundary image. 

 

Figure 7. Edge pixel sampling (a) Original edge pixels (b) Sampled edge 

pixels 

 

b) Descriptor 

A histogram based descriptor called Distance Interior Ratio 

(DIR) is used to describe the shape [12]. When a line is 

drawn between two edge pixels, the line segment can be one 

among three types as shown in Fig.8. DIR of a line segment 

is the ratio of part of line segment lying within the object to 

the length of the line segment. 

 

Figure 8. Line segment types (a) line [ab] with DIR 1 (b) line [cd] with DIR 

0 (c) line [ef] with DIR between 1 and 0 

 

Let a, b be two points belonging to a set of edge pixels of 

an object. Bresenham’s line drawing algorithm is used to 

draw a digital line between two points. The Euclidean 

distance between a and b can be computed as 𝑑𝑎𝑏 =

 √(𝑎𝑥 − 𝑏𝑥)2 + (𝑎𝑦 − 𝑏𝑦)2 which represents the total 

number of pixels on the digital line drawn between the 

pixels a and b.  

Let n be the number of pixels on the line. Since the 

algorithm considers only binary images, the intensity of the 

pixels can be either 1 or 0.  Let k be the count of the number 

of pixels with value 1 on the line. DIR of the line is 

calculated as dirab = k / n where dirab is the DIR of line ab.  

A structural histogram is used to represent the feature 

space. The x-axis corresponds to the Euclidean distance 

between the points with range dmin and dmax. Y-axis 

corresponds to the DIR with range dirmin and dirmax. The 

feature space size is 64x32 blocks. The x-axis is divided into 

64 blocks with interval (dmax - dmin ) / 64 and y-axis is 

divided into 32 blocks with interval (dirmax - dirmin ) / 32. 

Each DIR is mapped to a block in the feature space. All the 

entries in the feature space are normalized by dividing them 

by the total number of points in the feature space to avoid 

scaling effect. 

C. Matching and Retrieval 

Two methods have been proposed for shape descriptor 

matching: Bin-to-Bin (B2B) matching and Most Similar 

Highest Priority (MSHP) Matching. 

 

1) Bin-to-Bin Matching: 

The set of histograms of query image Q is compared with 

the set of histograms of each image D in the dataset with 

relative positions of the bins maintained. Difference 

between query image Q and database image D is calculated 

using (3). 

 

       Diff(Q, D) =  ∑ ∑ |PQ(i, j) − PD(i, j)|c−1
j=0

r−1
i=0        (3) 
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where r=36, c=64 and PQ, PD are the values in the 

corresponding blocks of query image and image in the 

dataset. 
Bin wise histogram difference is calculated with the bins 

of each image in dataset rotated, in both clock-wise and 

anti-clockwise direction, one bin at a time. Rotating the 

histogram in clockwise direction provides invariance to 

rotation. The anticlockwise rotation helps to provide 

invariance to mirroring of the image, which is an added 

advantage. Among all the bin wise differences, the one with 

minimum difference is taken as the distance between the  

images.  

 

2) Most Similar Highest Priority Matching  

In this descriptor matching method, one bin from query 

image is compared with all the bins in the database image. A 

bipartite graph is built using the bins of query image and 

database image. The edges of the bipartite graph refer to the 

distances between each bin, which are saved in an adjacency 

matrix. 

Minimum cost matching is done for the matrix using the 

following procedure. The minimum value in the adjacency 

matrix is obtained in the first step. The row and column 

giving that minimum distance are ignored in further 

iterations. This process is repeated until every bin finds a 

match. A particular bin participates in the matching process 

only once. All these distances are added to get the difference 

between the images. The complexity of the matching 

procedure will be linear as only n minimum values are 

obtained where n is the number of bins. 

Distances between all the images in the dataset and query 

image are calculated for both the matching methods. All 

these calculated distances are sorted and top ‘n’ images are 

retrieved. Retrieval efficiency is computed by counting the 

number of correct matches among the images retrieved. 

 

III. EXPERIMENTATION AND RESULTS 

MPEG-7 dataset is used to evaluate the proposed shape 

descriptors. The dataset considered consists of 70 classes 

with different types of objects and each class contains 20 

diverse shapes. This dataset comprises of variety of shapes 

with a lot of similarity between shapes of different classes 

which makes it hard to distinguish objects of one class from 

other. We have considered 70 images, one image from each 

class to test the retrieval efficiency of the descriptor. 

Shape features of all the images in the database are 

extracted offline. One random image from each class is 

taken as a query image and the shape descriptor of the query 

image is compared with all the descriptors in the database 

using the matching algorithms. Most similar ‘n’ matches are 

retrieved and displayed. The retrieval accuracy is calculated 

as the ratio of number of correct matches to the number of 

images retrieved. 

Retrieval efficiency is calculated for different number of 

image retrievals i.e. 5, 10, 15 and 20. The retrieval 

efficiencies for different number of image retrievals for all 

the methods are listed in Table.1. 

 

TABLE I. 
RETRIEVAL ACCURACY FOR DIFFERENT NO OF IMAGES RETRIEVED 

 

Descriptor 

+ 

Matching method 

No of images retrieved 

5 10 15 20 

DR + B2B 96.29 91.57 84.29 76.21 

DR + MSHP 96.57 93.14 87.81 81.43 

Line Fitting + B2B 92.57 82.29 74.48 67.36 

Line Fitting + MSHP 89.14 79.43 72.38 65.57 

DIR with novel pixel 

sampling method 
85.14 72.71 63.43 55.79 

 

The structural descriptor based on the radial Distance 

Ratio (DR) combined with MSHP matching algorithm 

provided better retrieval accuracy compared to the other 

methods. Bulls-eye test was carried out on this combination 

which gave a retrieval accuracy of 80.275%. 

 

IV. CONCLUSION AND FUTURE WORK 

Shape is considered as an important low level feature in 

Content Based Image Retrieval. In this paper we have 

presented one global and two structural shape description 

methods along with shape matching methods using bin-to-

bin matching and Most Similar Highest Priority matching. A 

novel method for edge pixel sampling has been proposed 

which gives uniformly sampled outer boundary edge pixels 

of an image. Computations in all the methods are simple and 

flexible. Since the techniques proposed are based on a 

guiding circle, the descriptors are invariant to rotation and 

translation. The distance ratios make the technique invariant 

to scaling. Experiments were conducted on the MPEG-7 

benchmark dataset. The results of the experiments show that 

the proposed method is effective and efficient for image 

matching and retrieval with a Bull’s-eye score of 80.275%. 

The simplicity and flexibility of the descriptor makes it 

feasible to be used in an online environment with large 

image databases. The future work will be focused on 

building an even more efficient shape descriptor by 

combining other visual features of an image along with 

shape and to experiment with 3D shape matching and 

retrieval. 
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